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When we use online/API-based LLMs
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You may leak your privacy from your prompts!

User

Prompt

Response

Local InternetMy name is Tom, please write an 
email for me to ask for a leave for 
tomorrow’s Cybersecurity in the 
Internet of Things class…..



Privacy leakage in the prompt is severe!

• From the 570k real-
world user-ChatGPT 
interactions in the 
WildChat dataset, we 
identified around 
59.67 % of the user 
prompt may contain 
some sort of privacy!

https://huggingface.co/datasets/allenai/WildChat



Two ways to protect privacy in the prompts

• Model centric
• Use local models to hide 

privacy information before 
API use, and add privacy 
information back in the 
response

• Pros: Fully automatic
• Cons: hard to ensure the 

quality for specific prompts

• User centric
• Use local models to inform 

the user about the privacy in 
the prompts and the utility 
impact to hide them

• Pros: user can choose case by 
case based on their need
• Cons: need human 

intervention



Two ways to protect privacy in the prompts

Model centric: 
concurrent work from 
Columbia University

User centric: 
Our work



Goals of our user centric approach

• Identify privacy information in the 
prompt
• Inference utility impact if some 

privacy information is hided
• Inform users about the privacy 

information and utility impact

Privacy module

Analysis module

User-interface module

Original

prompt

Online 
LLM

Multiple

modified prompts
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How to identify privacy information

• Named entity recognition (NER)



How to identify privacy information

• Named entity recognition 
(NER)
• Training set

https://huggingface.co/datasets/ai4privacy/pii-masking-200k



How to identify privacy information

• Named entity recognition 
(NER)
• Training set
• 54 pre-defined PII (Personally 

Identifiable Information) 
classes

https://huggingface.co/datasets/ai4privacy/pii-masking-200k



How to identify privacy information

• Named entity recognition 
(NER)
• Models

https://huggingface.co/Isotonic/distilbert_finetuned_ai4privacy_v2



How to identify privacy information

• Named entity recognition 
(NER)
• Apply NER model to the 

Wildchat dataset (570K 
prompts)
• Data pre-processing: For each 

of 54 PII class, sample a 
maximum of 200 prompts, 
results in 7623 original 
prompts in total. 

https://huggingface.co/Isotonic/distilbert_finetuned_ai4privacy_v2



How to hide the privacy information

• Four privacy techniques (e.g., for prompt “why do sales engineering 
managers like their job?”)
• Remove the keyword:  “why do like their job?”
• Mask the keyword with category: “why do [jobtitle] like their job?”
• Replace the keyword with another keyword in the same category: 

“why do Regional Brand Analysts like their job?”
• Rewrite the prompt to hide keyword with a local LLM: “Why do 

engineering managers like their job:”

Original prompts

Modified prompts



How to measure and infer the utility impact 
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Response
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How to measure and infer the utility impact 

User

Original Prompt

Original Response

Modified Prompt

Modified Response

Cannot do this in the real world 
because privacy leakage

Some difference between 
these two, i.e., utility impact
Need 
1. a metrics 
2. a utility inference model 

If we add modified prompts



How to measure and infer the utility impact 

• Semantic similarity



How to measure and infer the utility impact 

• Semantic similarity
• Semantic similarity models

Original response Modified response

Similarity(Original 
response, modified 
response)

We don’t have original 
response in the real world



How to measure and infer the utility impact 

• Semantic similarity
• Utility inference model

Original prompt Modified prompt

Similarity(Original 
response, modified 
response)

Original response Modified response

Need to use prompts to predict 
similarity in the response!



How to measure and infer the utility impact 

• LLM query: Apply four privacy 
techniques to obtain the modify 
prompts. Query the Llama 2 7B model 
to obtain the LLM outputs for both 
original prompts and modified 
prompts.
• Labeling: Define utility impact as 

semantic similarity between original 
output and modified output. Obtain 
the utility impact label using an 
embedding model.
• Fine-tuning: Fine tune the embedding 

model with the utility impact label, 
obtaining utility inference model.
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How to measure and infer the utility impact 

• Evaluation: Pearson and 
Spearman correlation values of 
0.71 and 0.64 for utility 
inference model
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Key takeaways

• Remove techniques results in the lowest utility impacts while rewrite 
techniques results in the highest utility impacts.
• Topics related to the real word knowledge have high impacts while 

unrelated topics have low impacts.

(a) Prompt similarity vs. techniques (b) Utility impact vs. techniques (c) Utility impact on vs. topics

Fig. 5: Impact of privacy techniques on prompts and LLM outputs. We define semantic similarity (0.8, 1] as low impact,
[0.3, 0.8] as median impact, and semantic similarity [�1, 0.3) as high impact.

of LLM and instructions. The replace and mask techniques
are slightly worse than the remove technique.

2) Utility impact vs. keyword category: We analyzed the
utility impact on different categories. Since the remove strat-
egy achieved the best performance, we analyze the remove
technique in detail. We found low-impacted categories include
currency symbol, amount, date, last name, time, etc. Removing
keywords in these categories in the LLM prompt, e.g., “$”
(currency symbol), has limited impacts on the LLM output.
On the other hand, high-impacted categories include URL, job
title, city, county, etc., and the keywords of these categories
are likely to be the key components of the prompts, e.g.,
the keyword “System Analysis Engineer” in the prompt “Job
advertisement on LinkedIn to request a System Analysis
Engineer.” Removing them from the prompt may significantly
impact the utility of the LLM output.

3) Utility impact vs prompt topic: We clustered the 7623
prompts into 20 clusters using the k-means algorithm and used
GPT-4 to summarize the topic of the clusters using a recent
approach [7]. Similar to the analysis of the keyword category,
we show the utility impact on the different prompt topics
(top-5 highest impacted and lowest impacted, separated by a
green line) using the remove technique in Figure 5(c). When
the remove technique generates a low impact on outputs, the
prompt topic is usually not related to real-world knowledge.
For example, in topic 3, the prompt topic is generating a
movie script, which does not require real-world knowledge.
Thus, hiding the city name, first name and last name did not
have a high utility impact on the LLM outputs. On the other
hand, when the remove technique generates a high impact
on outputs, the prompt topic is usually related to real-world
knowledge. For example, topic 9 is writing scripts about some
events, and the keywords state, street, and county require real-
world knowledge. Another example is the keyword “hickory
glen mall” for the prompt “write a script about the history
of hickory glen mall” where “hickory glen mall” is related to
real-world knowledge. In summary, the utility impact relates
to both keyword category and prompt topic, and our analysis
reveals a detailed explanation of why the utility impact varies.

4) Utility inference performance: We found our utility
inference model achieved Pearson and Spearman correlation
values of 0.71 and 0.64 on the test set, respectively, demon-
strating the effectiveness of our model. In addition, we show
the confusion matrix of the main model output in Figure 6.
Specifically, we group the inferences and labels into bins
of 0.1 (e.g., (0, 1]), except in the case of < 0. We have
the following observations: First, for each inferred value bin,
the corresponding label (each column) generally follows the
normal distribution. Thus, in most cases, the inferred utility
impact will not diverge far from the label. Secondly, we define
< 0.3 as positive (high utility impact) and � 0.3 as negative
(low or median impact), and we obtained a false positive rate
of 0.49%. The low false positive rates imply the effectiveness
of our LPPA system.

VI. DISCUSSION

Training utility inference model using online LLM

outputs. When training the utility inference model, we used
the Llama 2 7B model to generate outputs of the original and
modified prompts. The similarity scores of the outputs are then
used as labels to train the model. We use the Llama 2 7B
model but not the online LLM model to save costs and time.
However, in real applications, users will use the online LLM
model, and the utility inference model needs to be trained with
the online LLM outputs to enable it to predict online LLM
utility impact. In addition, we assume that a local inference
model can accurately infer the utility impact of the online
LLM model. As we know, the online LLM model is much
more powerful than local ones. Thus, using local LLMs to
derive utility impact needs further investigation.

Versatility of prompts and sensitive information. For
simplicity, we consider 215K of 570K real user prompts, and
our selection criteria is the first prompt of the conversation.
However, we realize that these non-first prompts could also
contain sensitive keywords and need protection. These non-
first prompts rely more on the context, and the sensitive
information may be related to multiple consecutive prompts.
We consider that conversation prompts are more complicated

Impact of privacy techniques on prompts and LLM outputs. We define semantic similarity (0.8, 1] as low impact, [0.3, 0.8] as median impact, and 
semantic similarity [−1, 0.3) as high impact



Applications in the industry

• “Trust Layer” from Salesforce AI Research
• https://www.youtube.com/watch?v=JYWBnPEtkoc

https://www.youtube.com/watch?v=JYWBnPEtkoc


Future works

• Implicit privacy in the prompt
• Prompt privacy in vision language models
• Meta evaluation for privacy gain and utility impact



Implicit privacy in the prompt
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Local InternetMy name is Tom, please write an 
email for me to ask for a leave for 
tomorrow’s Cybersecurity in the 
Internet of Things class…..

Implies the user is a student



Prompt privacy in vision language models
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Meta evaluation for privacy gain and utility 
impact

User

Original Prompt

Original Response

Modified Prompt

Modified Response

How do we tell we accurately measure 
the utility impact?

There is a list a shopping 
items, xxx, xxx, what will 
be the total cost?

Suppose:
Original response: The total cost is 100
Modified response: The total cost is 40

How do we tell we accurately measure 
the privacy gain?



Q&A

Feel free to discuss with me if you interested in 
any above-mentioned research 


